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Abstract

This paper describes a classification system for cardiac arrhythmias using Multi Layer

Perceptron (MLP) with back propagation algorithm, thoroughly examined on the UCI

Machine Learning Data Base and compares the performance of two MLP NN models

derived for complete features and reduced features dataset. Changes in performance

measures after dimension reduction with L2 norm, effects of variations of higher order

norms L1,L3 to L10 and L1 on the cost of MLP NN is also studied and it is seen that,

among this, L2 norm is best criterion (small connection weights, faster and area under

receiver operating (ROC) curve approaching unity). Robustness of reduced features

model is justified as it can tolerate Uniform noise to the extent of 19% and Gaussian

noise to the extent of 18% variance with zero mean. From exhaustive and careful

experimentation, we reached to the conclusion that proposed MLPNN classifier ensures

true estimation of the complex decision boundaries and remarkable discriminating ability.
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