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Abstract

Akaike information criterion (AIC) measure is calculated from the approximation of
the binomial distribution by either the Poisson or normal distribution and is applied
to approximate the Poisson distribution by the normal distribution. This paper in-
troduces the concept of relative loss in information due to the approximation of the
distribution of a random variable Xn by the distribution of another random variable
Yn. Then, this concept is used to determine the value of n such that this relative
loss in information is less than a given level ε. The sample size n is selected to
approximate two distributions so that the relative loss in AIC is less than the given
value ε; this will guarantee that the relative loss |(AIC(f1) − AIC(f2))/AIC(f1)|
in Akaike information criterion due to this approximation is less than ε.
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